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Abstract
Transactional cloud applications such as payment, booking, reser-
vation systems, and complex business workflows are currently
being rewritten for deployment in the cloud. This migration to the
cloud is happening mainly for reasons of cost and scalability. Over
the years, application developers have used different migration
approaches, such as microservice frameworks, actors, and stateful
dataflow systems.

The migration to the cloud has brought back data management
challenges traditionally handled by database management systems.
Those challenges include ensuring state consistency, maintaining
durability, and managing the application lifecycle. At the same time,
the shift to a distributed computing infrastructure introduced new
issues, such as message delivery, task scheduling, containerization,
and (auto)scaling.

Although the data management community has made progress
in developing analytical and transactional database systems, trans-
actional cloud applications have received little attention in database
research. This tutorial aims to highlight recent trends in the area
and discusses open research challenges for the data management
community.

CCS Concepts
• Information systems → Data management systems; • Com-
puter systems organization → Distributed architectures.
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1 Introduction
In recent years, many applications such as Customer Relationship
Management (CRM), reservation, and payment systems have been
migrated to the cloud to take advantage of lower costs and elasticity.
These applications were developed asmonoliths, typically following
the three-tier application architecture (presentation, application,
data) [13]. In this architecture, business logic is implemented inside
the application tier, while all data management takes place in the
data tier, typically served by a database management system.

When migrating such applications to the cloud, developers need
to split the functionality of a monolithic application to enable scal-
able deployment and development efficiency. This approach in-
volves splitting monolithic applications into smaller and indepen-
dent components that can be deployed and scaled separately, each
serving requests as services. This design termed the microservice
architecture, is widely adopted for migrating applications to the
cloud. In the microservice architecture, each microservice is respon-
sible for managing its own data (data encapsulation). Furthermore,
implementing complex workflows spanning multiple microservices
requires messaging and orchestration.

The emergence of cloud computing as a key paradigm for soft-
ware and infrastructure as a service has prompted decision-makers
and software teams to rethink their strategies for developing, de-
ploying, maintaining, and modernizing their applications. In par-
ticular, researchers and industry are currently developing new pro-
gramming models, data management methods, service commu-
nication models, as well as application deployment and lifecycle
practices to exploit the low-access barrier to an unprecedented
abundance of computing resources provided by the cloud.

To better align with the goal of on-demand, fine-grained resource
provisioning enabled by the cloud and application performance
requirements, modular software architectures, such as microser-
vices, distributed application frameworks (e.g., Orleans [16], Akka
Serverless) and the serverless computing paradigm, such as AWS
Lambda [10], emerged as popular alternatives in the cloud applica-
tion development landscape.

At the same time, microservices and application runtimes forgo
key advantages that monolithic applications have relied on for
decades: the delegation of state management, failure recovery, and
consistency guarantees to database management systems (DBMS).
In modern microservice architectures, these responsibilities are
intertwined with the application logic, mixing state management,
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messaging, and coordination into the application layer. From the
perspective of the database community, the situation resembles
the early days of computing, when developers relied on ad hoc,
application-level transactions to maintain consistency [47].

In the last few years, the database community has focused on
building and improving individual components used in cloud appli-
cations, such as serverless database systems and stateful functions.
However, despite the pressing need for application migration to
the cloud, the landscape of runtimes for transactional Cloud ap-
plications remains sparse. The programming paradigms and avail-
able systems differ substantially, each having key strengths and
limitations; a characterization of challenges related to database
research is still missing. With this tutorial, we aim to explore the
design challenges, clarify key differences between cloud program-
ming paradigms, and highlight open problems and opportunities
to evolve the landscape of cloud application runtimes.

2 Tutorial Overview
In this tutorial, we propose a taxonomy (section 3) that centers
around programming models, state management, and application
lifecycle to tame the highly unstructured and heterogeneous cloud
application landscape. The taxonomy reflects the building blocks
that practitioners use and sets the stage to explore the state of prac-
tice for developing transactional applications in the cloud, along
with their different designs and limitations. We then address open
issues and research opportunities, highlighting how the database
community can play a pivotal role in transforming the landscape
of how cloud applications are built in the future.

Tutorial Outline (3 hours)

• Context and motivation (45 minutes)
– Introduction and context
– From monoliths to cloud-native applications

• Building blocks (45 minutes)
– Programming models
– State management
– Messaging

• Requirements (45 minutes)
– Fault-tolerance
– Application lifecycle
– Scalability

• Future directions (45 minutes)
– Open problems
– Research opportunities

Target Audience. The target audience of this tutorial includes
PhD students, researchers, and practitioners of different roles (e.g.,
software and data architects and engineers) who intend to obtain a
clear overview of the state-of-the-art cloud application development
landscape and its implications for data management. The tutorial
is self-contained and provides the background on scalable cloud
applications; no prior knowledge of systems for cloud applications
is required. However, familiarity with application architectures
helps one understand the materials.

3 Building Blocks
The programming abstractions offered by systems for developers
developing transactional cloud applications are centered around
three main building blocks, as shown in Figure 1: 𝑖) programming
models (§ 3.1), with a focus on their parallelization primitives and
how practitioners are building such applications; 𝑖𝑖) messaging
(§ 3.2) with focus on different ways of exchanging messages and
performing remote procedure calls and finally; 𝑖𝑖𝑖) state manage-
ment (§ 3.3), with a focus on transactions and state consistency
across services and scalability. Their interplay leads to trade-offs
concerning programmability, consistency, and performance, as re-
cent findings suggest [19, 39].

3.1 Programming Cloud Applications
Programming models for distributed systems has been a long-
standing line of research [9, 11, 12, 65, 67]. In the context of cloud
applications, we identify that programming models play a crucial
role in key system aspects, including but not limited to state and
message management, fault tolerance, lifecycle management, and
scalability. The status quo is the use of microservice frameworks
(e.g., Java Spring [3], Python Flask [4]) and emerging programming
models, namely Actors (e.g., Akka [1], Orleans [16]) and Stateful
Functions (e.g., Flink Statefun [59], Azure Durable Functions [15]),
all differing significantly in system model, abstractions, and guar-
antees offered to developers.

Therefore, we kick off this tutorial by discussing the variables
that drive developers to decide on a programming model, namely:
(𝑖) the programming paradigm, which relates to the application
abstractions exposed to users (e.g., functions, actors, or objects);
(𝑖𝑖) code modularity, which includes not only how program mod-
ules cooperate but also how application state is partitioned and
encapsulated; and (𝑖𝑖𝑖) concurrency & transactional semantics.

Note that this tutorial does not aim to provide in-depth analysis
and formal semantics of models; rather, it focuses on how they
fit in the cloud landscape and the main limitations of the systems
enabling them.
Microservice Frameworks. To reap the benefits of parallel pro-
cessing and loose coupling, the prevalent approach is functionally
partitioning the application logic and state into independent com-
ponents that communicate with each other via synchronous or
asynchronous messages [50], called microservices. Microservice
frameworks, such as Spring Boot (Java) [3], Flask (Python) [4], and
Dapr (C#/.NET) [2], provide tools, libraries, and structures to help
developers build microservices. These frameworks often include
functionalities like Object-Relational Mapping for database inter-
actions, service communication using REST or message queuing,
and retrying features for fault tolerance. Each microservice built
with such frameworks often employs a multi-threaded application
server. Concurrency control and data consistency management
are often provided by the underlying database system used by the
component and the configured isolation level.
The Actor Model. The actor model is a programming model for
concurrent and parallel computation in distributed systems [8].
An actor models a sequential process that performs transforma-
tions on the local state based on incoming messages. Actor systems
are formed by a composition of actors, which communicate via
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Figure 1: Building blocks and requirements for transactional cloud applications.

asynchronous message-passing. Concurrency in actor systems is
achieved by pipelining and dynamic creation of actors [8]. Tradi-
tional actor systems allow programmers to develop systems using
low-level primitives by using actor IDs and prescribing their physi-
cal locations.

Virtual actors [16] are an extension of the traditional actor model
that provides location transparency without forcing developers
to deal with actor allocation in a cluster, life-cycle management,
explicitly creating and tearing down actor instances, as well as
failure transparency. It is currently found in popular distributed
application frameworks like Orleans [16] and Dapr [2].
Cloud Functions.With the emergence of serverless computing [41],
a new cloud paradigm called Function-as-a-Service (FaaS) [15, 61]
rose in popularity. In FaaS, developers build applications as a col-
lection of functions. Function executions are triggered by external
events, such as clicks or invocations from other functions, allowing
for function workflow compositions.

Initially, FaaS offerings targeted workloads with small to mod-
erate I/O and communication, demotivating offering data models
and consistency guarantees on operations within a single func-
tion or cutting across functions [58, 69]. More recently, though,
there has been increasing interest in extending the FaaS paradigm
to applications that access state intensively, called Stateful-FaaS
(SFaaS) [21, 35, 52, 58, 69]. In SFaaS, developers also write programs
based on composing functions and enjoy a key-value interface to
access the global application state. Apart from the shared state
interface, the programming, execution, and deployment model re-
sembles Virtual Actors.
Stateful Dataflows. The dataflowmodel prescribes that an applica-
tion is represented as a data flow graph. That involves decomposing
programs into independent processing units. Organized as Directed
Acyclic Graphs (DAGs), processing units (nodes) exchange data via
message streams (edges). Dataflows have been mainly applied as
the programming model for analytical batch and stream process-
ing systems like Flink [17]. In these systems, processing units are
framed as operators that can perform either stateful (e.g., joins, ag-
gregates) or stateless (e.g., map, filter) operations. Message streams
can be partitioned and assigned to different operator instances that
execute concurrently. Stateful operators typically do not share state,
preventing concurrency issues and enhancing parallelism.

However, the dataflow model has two main issues regarding its
use for transactional cloud applications. First, dataflow systems
are typically programmed using functional programming-style
dataflow APIs, requiring developers to rewrite cloud applications
to align with the event-driven dataflow model. While many cloud
applications can be adapted to this paradigm, doing so demands

significant programmer training and effort. Second, implementing
transactions on top of dataflows, namely transactions that span
multiple services with serializable guarantees, is still an open prob-
lem [22, 51, 59, 71].

3.2 Messaging
For any two components of a cloud application to communicate,
a form of remote procedure call (RPC) is required, i.e., a way for
a component to call a function on another remote component. In
the past, RPC has taken multiple forms, such as Java’s RMI [48] or
CORBA’s OMG [63]. Nowadays, most applications opt for either
using REST APIs or message queues. We detail those below.
REST and gRPC. Built over HTTP (or HTTP/2), REST and gRPC
are among the most popular ways to implement remote procedure
calls for messages exchanging in microservice architectures. HTTP-
based protocols [34] are typically stateless and cannot provide
guarantees of message delivery. Thus, applications requiring mes-
sage delivery guarantees must ensure these at the application level.
Independently of the HTTP protocol adopted, a unique ID (e.g., in
the form of an idempotency key [30]) is traditionally leveraged to
prevent the execution of non-idempotent operations for incoming
duplicated messages. Messages are often duplicated in two cases:
partial failures in the sender side and redelivery after a timeout.
However, uniqueness ID guarantee and subsequent detection of
duplicated messages are still the responsibility of applications [24],
adding to the complexity of developing cloud applications.
Message Queues.Message queues (e.g., Apache Kafka [37], Rab-
bitMQ [5], RedPanda [6], etc.) are typically used to implement
asynchronous applications. The sender first pushes a message into
a queue, the queue persists the message, and the receivers asyn-
chronously pull messages from the queue to consume them. Produc-
ers and consumers are decoupled in time, facilitating the support
to partial failures [60]. On the other hand, receivers require ac-
knowledging the consumption of messages. Despite the apparent
simplicity, applications must coordinate the message processing
and subsequent acknowledgment to prevent the execution of non-
idempotent operations, a challenging task for many developers [39].
Relation of Messaging & State. As described above, an applica-
tion state mutation depends causally on the arrival of a message.
The operations over the state resulting from an incoming message
must reflect in the receiver’s state exactly once, characterizing the
exactly-once processing guarantee. In sum, this means that the
sender should be able to re-send messages to ensure the receiver
has received them and, if a message is received multiple times, the
receiver should be able to deduplicate them.
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3.3 State Management
The state of an application usually refers to an application’s data
(e.g., the contents of a shopping cart or a bank account) that impacts
its functionality and responses to client requests. Orthogonally to
programming models and messaging, state management involves
the placement and movement of data across components and strate-
gies to make data durable and consistent. As depicted in Figure 1,
state management in cloud applications depends on two main de-
cisions: 𝑖) whether the state will be managed using an embedded
approach (residing within the application runtime) or an external
system, such as a database or a blob store, and 𝑖𝑖) if the state access
will be centralized or decentralized. In a centralized approach, the
system manages the whole state in a unified way. In a decentral-
ized approach, every subcomponent (e.g., individual operators in a
stream processing system) handles its state independently. In this
section, we discuss the state management design space in cloud
applications.
Microservices. There are two approaches to manage state in mi-
croservice architectures [39]: 𝑖) shared database, where data is
logically separated (e.g., through private tables or distinct schemas),
sharing database resources (i.e., centralized database); and 𝑖𝑖) data-
base per service (i.e., decentralized), where each service enjoys a
dedicated database server, ensuring physical data isolation.

Physical isolation offers reduced coupling and independent scal-
ability at the expense of higher complexity and infrastructure costs.
On the other hand, a physically centralized database can impact
teams by sharing database resources and artifacts (e.g., memory and
disk resources, locks, or latches), jeopardizing performance isola-
tion and application upgrades, respectively. Note that microservice
architectures typically opt for the external approach to data man-
agement (§ 1).
Actors. Actor systems enforce logical state isolation, i.e., each actor
manages and mutates its state. To this end, they often leverage lan-
guage runtime and framework support to decouple actor calls from
the actual execution (i.e., actor instantiation and memory address),
inhibiting users from dealing with resource-sharing concerns [42].
Although actors typically keep their state private in main memory,
some actor frameworks offer state management APIs that allow
developers to store memory-resident states in durable storage [45].
Updates to an actor’s state are only possible by messaging the actor.
Depending on the actor system, mapping actors to servers can be
both manual or dynamic [16]. Although it does not often affect
how users operate over the actor state, actor placement can impact
performance. In any case, data freshness guarantees are tied up to
the most recent actor communication.
Cloud Functions. There are two dominant models for state man-
agement in the FaaS paradigm: private or shared state [58]. While
in the former, the state of a function is modeled as an object that is
tied to a given function, in the latter, functions are free to access
any object, subject to the concurrency model imposed by the FaaS
execution platform.

FaaS systems often ensure function invocations are scheduled
in an individual computational resource, such as a container or
a virtual machine [41]. In the first case, whenever a function is
triggered, the corresponding state is brought from disaggregated

storage to the memory of the compute nodes assigned to run the
respective function, all transparent to user code. In the second case,
operations on shared state necessarily incur network round trips.
Dataflows. In most distributed dataflow systems, the application
state is decentralized by design [17]. Typically, operators are sched-
uled for execution in separate nodes and rely on embedded LSM-
based key-value stores like RocksDB [23] as a local state. Whenever
the operator’s state exceeds the local storage capacity, the state
must be checkpointed, and the associated operator must be mi-
grated to another node with sufficient storage capacity. Recently,
there has been increasing interest in using tiered storage to battle
scenarios where operators’ states exceed local node storage [44, 55].
In this case, cloud object storage systems like S3 are used not only
for checkpointing states [17] but also to store operators’ states.
It is worth noting that, unlike service-based architectures, state
management in dataflow systems is transparent to developers.

3.4 Discussion
It is entirely possible to have a combination of programming models
and state management primitives. For instance, Orleans can make
use of an external database to store actor state, while there are
dataflow engines that may store their state, instead of internally,
to an external database system [31]. Although these approaches
depart from the strict limits of the programming model or architec-
ture at hand, they are valid deployment scenarios that are used in
practice. In addition, low-latency microservices may need to embed
a state to enhance data locality. Typically, a cache (e.g., Redis or
Hazelcast IMDG) is used to speed up state retrieval, blurring the
line between embedded and external state management. In any
case, while mixing and matching different systems and approaches,
deployments that go beyond the traditional settings also come with
consequences in terms of fault tolerance and scalability, which will
be discussed in the next section.

4 Requirements
In this section, we discuss the cross-cutting requirements of transac-
tional cloud applications, namely: 𝑖) fault-tolerance (§ 4.1); 𝑖𝑖) con-
sistency (§ 4.2) and 𝑖𝑖𝑖) application lifecycle management (§ 4.3).

4.1 Fault-tolerance
Microservices. Fault tolerance in microservices is achieved by
making the application logic stateless and leaving state handling
to an external database. Therefore, as long as a database of a given
service is alive, the service operates normally. In case of failure at the
stateless (application logic) microservices side, it is enough to restart
a new service and connect to the same database. Although fault-
tolerant by design, microservices may pose issues concerning state
consistency due to the lack of a strong message delivery guarantee
or transactional guarantee for multi-service workflows.
Actors.Modern actor systems have traditionally empowered three-
tier architectures [16, 42], so developers checkpoint actor states to
an external DBMS to ensure durability. As actor frameworks do
not impose a database deployment model, ensuring performance,
access, and failure isolation at the database tier is a non-trivial task
at the hands of developers. On the other hand, actor frameworks like
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Orleans offer failure transparency by migrating actors across nodes
in the presence of partial failures [16]. However, weak message
delivery semantics and lack of transactional guarantees can leave
actor states inconsistent after failures (§ 4.2).
Stateful Dataflows. For recovery, dataflow systems rely on check-
pointing and logging mechanisms. Checkpoints in a distributed
environment can be either independent per worker or in coordi-
nation by using a protocol [18]. Checkpointing ensures that the
entire state is saved in (external) durable storage, and logging keeps
track of all the data accesses between checkpoints. On failure, the
system can retrieve its state by reloading the latest checkpoint,
recalculating the state based on the actions saved in the log, and
continuing from where it was left off.

4.2 Consistency
The consistency models in distributed systems reason about reads
and writes on shared state and their real-time order guarantees
across processes [60]. In cloud programming paradigms, though,
we observe that the consistency models are inherently driven by
the enabler systems’ communication model and state management
properties.
Microservices.Distributed applications designed throughmicroser-
vice architectures often remount the idea of the BASE model [50],
characterized by eventually consistent application partitions through
queuing operations [33]. Practitioners also refer to this eventual
consistency model through sagas [28] or patterns like orchestration
and workflows [7].

Microservices often avoid distributed commit protocols to decou-
ple components [39]. That would involve using language-specific
libraries and implementing the protocol phases in each microser-
vice, a complex and error-prone task for general developers. Be-
sides, enabling the protocol across services is often impossible due
to the lack of library support across heterogeneous programming
languages and databases [36]. Most importantly, directly access-
ing data items in external services may break the desired state
encapsulation, while the blocking nature of traditional protocol
implementations affects performance.
Actors.With at-most-once messaging delivery guarantees by de-
fault, weak consistency across components is a popular design
choice in actor-based applications. Some actor systems like Orleans
allow customizable timeouts for retries to achieve at-least-once
delivery. Statefun differs from Orleans in managing state updates
and messages in an integrated manner, transparently rewinding
the application state to a previously consistent checkpoint in case
of a delivery error. Therefore, it achieves exactly-once processing
and atomicity as a consequence. However, there is no transactional
isolation across Statefun entities.

To enable transactional serializability in Orleans, users must uti-
lize the Transactions API [46]. Apart necessitating porting the actor
attributes to opaque objects [42], it has been shown to introduce a
significant performance penalty according to recent experimental
evaluations [38, 43], demotivating broader adoption.
Cloud Functions.Cloudburst enriches functionswith causally con-
sistent shared state accesses through a key-value abstraction [58].
Durable functions [14], in the context of Azure Durable Functions

service, enhance FaaS with the ability to model entities (i.e., typed
objects) as state abstractions for function manipulation, a richer
state management abstraction than traditional FaaS offerings. Fur-
thermore, individual function operations are atomic and enjoy
exactly-once guarantees, guaranteeing atomicity in function com-
positions. Users must acquire and release locks explicitly to ensure
transactional isolation on operations involving multiple entities
(e.g., transfer money between account entities). However, there is
no support for transactional isolation across functions.

Another category of Cloud Function systems goes beyond by pro-
viding transactional serializability on computations cutting across
functions [35, 69]. However, recent work [52] has found challenges
in supporting large-scale, complex transactional applications like
TPC-C in existing state-of-the-art SFaaS systems.
Stateful Dataflows. The dataflow programming model rose in pop-
ularity due to stream processing engines with support to exactly-
once processing guarantees [17, 68]. Exactly-once guarantees elim-
inates the need for fault-tolerant code in the application since the
engine transparently handles failures. However, exactly-once pro-
cessing guarantees alone cannot ensure transactional isolation.

4.3 Application Lifecycle Management
ResourceManagement. The programming abstractions offered to
developers (§ 3.1) also play a key role in application lifecycle man-
agement. In microservice frameworks, application maintainers are
in charge of deploying services, detecting failures, and implement-
ing recovery routines. These implicitly include the objects managed
by the application at run-time, complexities that only exacerbate
the existing challenges of maintaining consistent application states
(§ 3.3). These challenges motivated the development of distributed
frameworks that transparently manage the lifecycle of applica-
tions. Serverless computing and FaaS offer transparent resource
provisioning, function scheduling, failure handling, and elasticity
to application maintainers. However, challenges associated with
cold starts, execution performance, and costs undermine a wider
adoption of the FaaS paradigm in application architectures [41].
Application Evolution. The evolution of applications is a key
concern in the software engineering lifecycle, and it is no different
in cloud applications [54, 66]. In a distributed environment, this
includes, but is not limited to, the deployment, upgrading, and dep-
recation of components, as well as changes in the data and event
schema. Surprisingly, support for application evolution in cloud
applications is limited, and upgrades are often handled via ad-hoc
approaches that rely on the expertise of application maintainers
for correctness. In this tutorial, we cover the application evolu-
tion space for service-oriented architectures, actors, and dataflow
systems.

5 Open Problems & Research Opportunities
In this section, we describe a set of open problems in programming
models (§ 5.1), state and messaging (§ 5.2) and benchmarks (§ 5.3).

5.1 Programming Models & Systems
The variety of programming models available, along with the asso-
ciated trade-offs in designing applications, such as data partitioning,
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access, and storage, concurrent application logic execution, fault
handling, upgrade support, guarantees during crashes and network
partitions, pose challenges to application developers in deciding
for an ideal model. Another factor that only exacerbates these chal-
lenges is the proliferation of terms like entities or objects [7, 25, 59],
workflows [2, 7], durable [7], stateful [7, 25, 52, 59], reliable [25],
and virtual [2, 16], which are not consistent across systems since
they express varied guarantees for applications.

Apart from the dataflow and actor models [8], and more recently
Durable Functions [15], many programming models used in the
cloud today are not formalized. The lack of formalizations and
semantics of programming models hinders the ability to reason
about a cloud application’s desirable properties (such as safety,
liveness, and consistency), a key impediment to advancing cloud
programming. Another direction that can mitigate some of these
concerns is via declarative programming. Ongoing work in this
realm includes stateful entities [53], HydroLogic [20], and event-
based constraints [40].

Furthermore, systems should be designed to enable developers to
effectively perform traditional software engineering activities. Lim-
itations with debugging, application evolution, and observability
are additional factors that demotivate the use of systems for cloud
programming. An open question is whether it is possible to devise
a programming model and system with transparent parallelization,
scalability, and consistency.

5.2 State & Messaging
Data Model. Programming models used in the cloud often provide
opaque state management abstractions [16, 32, 42, 53]. To fully
realize the benefits of serverless computing, it is key that program-
ming abstractions for the cloud offer not only formal semantics
but evolve to allow users to operate with richer data models and
express cross-component data invariants [20] that are popular in
practice [38], not jeopardizing state encapsulation.
Disaggregation. In the same line of industry-strength cloud-native
database [62] and stream processing systems [29, 44], disaggregated
storage [64] can be leveraged in cloud programming abstractions
to support ever-growing data that applications process in the cloud.
That must account for performance, access, and failure isolation
properties, abstracting away these concerns from application code.
Although most FaaS architectures provide disaggregated storage
by design [41], challenges inherent to composing applications via
ephemeral functions and shared state access, hindering programma-
bility and encapsulation of states of cloud applications, respectively,
are still present.

Most microservice architectures adopt persistent and asynchro-
nous communication via message queue systems [60], with the
message layer being disaggregated by design. However, considering
most cloud applications rely on language runtimes such as Java’s
JVM and .NET’s CLR, optimizing runtimes for cloud applications
could focus on optimizing message transport, processing, storage,
and recovery, considering the operating system and application
interplay.
Consistency. Traditional approaches such as SAGAs [28] and
OpenXA [57] allow for coordinating consistency guarantees across
microservices. More recent work [26] introduces causal consistency

for microservice architectures. Cross-engine transactions [70] is
a promising approach since it operates at a lower level than the
application. However, implementations should avoid exposing pri-
vate encapsulated data and protocol details in application code.
Coordinating with external, often legacy, systems is very common
in cloud applications that developers currently handle in an ad-hoc
fashion.

5.3 Workloads & Benchmarks
Benchmarking a distributed cloud application for performance and
even correctness is largely a task that takes place in an ad-hoc
fashion at the moment. Efforts such as DeathStar [27] have been
used to evaluate distributed cloud application frameworks [35, 69]
alongside TPC-C [52]. In addition, despite recent efforts to bench-
mark cloud applications [27, 49, 72], most benchmarks are oblivious
to key aspects of data management. At the same time, traditional
metrics such as throughput and latency used to benchmark OLTP
and OLAP systems may not suffice emerging cloud programming
systems alone. Modeling request arrivals should consider systems’
design goals and the cloud serving model used [56].

The use of event streams as a paradigm to compose applications
and the presence of data invariants, transactional guarantees, data
replication, and querying in real-world applications are examples
of missing requirements for existing benchmarks. Recent work [38]
aims to fill these gaps, but challenges related to dynamic workloads,
observability, and recovery remain open.
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